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Introduction.

In a control problem we find the following basic elements.

(1) A control u that we can handle according to our interests,
which can be chosen among a family of feasible controls K.

(2) The state of the system y to be controlled, which depends
on the control. Some limitations can be imposed on the
state, in mathematical terms y ∈ C, which means that not
every possible state of the system is satisfactory.

(3) A state equation that establishes the dependence between
the control and the state. In the next sections this state
equation will be a partial differential equation, y being
the solution of the equation and u a function arising in
the equation so that any change in the control u produces
a change in the solution y. However the origin of control
theory was connected with the control of systems governed
by ordinary differential equations and there is a huge ac-
tivity in this field; see, for instance, the classical books
Pontriaguine et al. [20] or Lee and Markus [14].

(4) A function to be minimized, called the objective function
or the cost function, depending on the control and the state
(y, u).

The objective is to determine an admissible control that pro-
vides a satisfactory state for us and that minimizes the value of
functional J . It is called the optimal control and the associated
state is the optimal state. The basic questions to study are the
existence of a solution and its computation. However to obtain the
solution we must use some numerical methods, arising some deli-
cate mathematical questions in this numerical analysis. The first
step to solve numerically the problem requires the discretization of
the control problem, which is made usually by finite elements. A
natural question is how good the approximation is, of course we
would like to have some error estimates of these approximations.
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In order to derive the error estimates it is essential to have some
regularity of the optimal control, some order of differentiability is
necessary, at least some derivatives in a weak sense. The regularity
of the optimal control can be deduced from the first order optimal-
ity conditions. Another key tool in the proof of the error estimates
is the use of the second order optimality conditions. Therefore our
analysis requires to derive the first and second order conditions for
optimality.

Once we have a discrete control problem we have to use some
numerical algorithm of optimization to solve this problem. When
the problem is not convex, the optimization algorithms typically
provides local minima, the question now is if these local minima
are significant for the original control problem.

The following steps must be followed when we study an optimal
control problem:

(1) Existence of a solution.
(2) First and second order optimality conditions.
(3) Numerical approximation.
(4) Numerical resolution of the discrete control problem.

We will not discuss the numerical analysis, we will only consider
the first two points for a model problem. In this model problem
the state equation will be a semilinear elliptic partial differential
equation.

There are no many books devoted to the questions we are going
to study here. Firstly let me mention the book by Profesor J.L.
Lions [16], which is an obliged reference in the study of the theory
of optimal control problems of partial differential equations. In
this text, that has left an indelible track, the reader will be able
to find some of the methods used in the resolution of the two first
questions above indicated. More recent books are X. Li and J. Yong
[15], H.O. Fattorini [11] and F. Tröltzsch [24].

6
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CHAPTER 1

Setting of the Problem and Existence of a
Solution

Let Ω be an open, connected and bounded domain in Rn, n =
2, 3, with a Lipschitz boundary Γ. In this domain we consider the
following state equation

(1.1)

{
Ay + a0(x, y) = u in Ω

y = 0 on Γ

where a0 : Ω× R −→ R is a Carathéodory function and A denotes
a second-order elliptic operator of the form

Ay(x) = −
n∑

i,j=1

∂xj(aij(x)∂xiy(x))

with the coefficients aij ∈ L∞(Ω) satisfying

λA‖ξ‖2 ≤
n∑

i,j=1

aij(x)ξiξj ∀ξ ∈ Rn, for a.e. x ∈ Ω

for some λA > 0. In (1.1), the function u denotes the control and
we will denote by yu the solution associated to u. We will state
later the conditions leading to the existence and uniqueness of a
solution of (1.1) in C(Ω̄) ∩H1(Ω).

The optimal control problem is formulated as follows

(P)


min J(u) =

∫
Ω

L(x, yu(x)) dx+
N

2

∫
Ω

u(x)2 dx

subject to (yu, u) ∈ (C(Ω̄) ∩H1(Ω))× L2(Ω),

u ∈ K and a(x) ≤ g(x, yu(x)) ≤ b(x) ∀x ∈ K.
We impose the following assumptions on the data of the control

problem.
(A1) In the whole paper N ≥ 0 is a real number and K is a convex
and closed subset of L2(Ω). We introduce the set
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Uad = {u ∈ K : a(x) ≤ g(x, yu(x)) ≤ b(x) ∀x ∈ K}
and we assume that Uad is not empty.

(A2) The mapping a0 : Ω×R −→ R is a Carathéodory function of
class C2 with respect to the second variable and there exists a real
number p > n/2 such that

a0(·, 0) ∈ Lp(Ω),
∂a0

∂y
(x, y) ≥ 0 for a.e. x ∈ Ω.

Moreover, for all M > 0, there exists a constant C0,M > 0 such that∣∣∣∣∂a0

∂y
(x, y)

∣∣∣∣+

∣∣∣∣∂2a0

∂y2
(x, y)

∣∣∣∣ ≤ C0,M ,∣∣∣∣∂2a0

∂y2
(x, y2)− ∂2a0

∂y2
(x, y1)

∣∣∣∣ ≤ C0,M |y2 − y1|,

for a.e. x ∈ Ω and |y|, |yi| ≤M , i = 1, 2.

(A3) L : Ω× R −→ R is a Carathéodory function of class C2 with
respect to the second variable, L(·, 0) ∈ L1(Ω), and for all M > 0
there exist a constant CL,M > 0 and a function ψM ∈ L1(Ω) such
that ∣∣∣∣∂L∂y (x, y)

∣∣∣∣ ≤ ψM(x),

∣∣∣∣∂2L

∂y2
(x, y)

∣∣∣∣ ≤ CL,M ,∣∣∣∣∂2L

∂y2
(x, y2)− ∂2L

∂y2
(x, y1)

∣∣∣∣ ≤ CL,M |y2 − y1|,

for a.e. x ∈ Ω and |y|, |yi| ≤M , i = 1, 2.

(A4) K is a compact subset of Ω̄ and the function g : K×R −→ R
is continuous, together with its derivatives (∂jg/∂yj) ∈ C(K × R)
for j = 0, 1, 2. We also assume that a, b : K −→ [−∞,+∞] are
measurable functions, with a(x) < b(x) for every x ∈ K, such that
their domains

Dom(a) = {x ∈ K : −∞ < a(x)} and Dom(b) = {x ∈ K : b(x) <∞}
are closed sets and a and b are continuous on their respective do-
mains. Finally, we assume that either K∩Γ = ∅ or a(x) < g(x, 0) <
b(x) holds for every x ∈ K ∩ Γ. We will denote

Yab = {z ∈ C(K) : a(x) ≤ z(x) ≤ b(x) ∀x ∈ K}.

8
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Let us remark that a (b) can be identically equal to −∞ (+∞),
which means that we only have upper (lower) bounds on the state.
Thus the above framework define a quite general formulation for
the pointwise state constraints.

Remark 1.1. By using Tietze’s theorem we can extend the
functions a and b from their respective domains to continuous func-
tions on K, denoted by ā and b̄ respectively, such that ā(x) < b̄(x)
∀x ∈ K. Since K is compact, there exists ρ̄ > 0 such that
b̄(x) − ā(x) > ρ̄ for every x ∈ K. If we define z̄ = (ā + b̄)/2,
then Bρ̄/2(z̄) ⊂ Yab, where Bρ̄/2(z̄) denotes the open ball in C(K)
with center at z̄ and radius ρ̄/2. Therefore Yab is a closed convex
set with nonempty interior.

Remark 1.2. A typical functional in control theory is

J(u) =
1

2

∫
Ω

{
|yu(x)− yd(x)|2 +Nu2(x)

}
dx,

where yd ∈ L2(Ω) denotes the ideal state of the system. The term∫
Ω
Nu2(x)dx can be considered as the cost term and it is said that

the control is expensive if N is big, however the control is cheap if N
is small or zero. From a mathematical point of view the presence of
the term Nu2, with N > 0, has a regularizing effect on the optimal
control; see §2.3.

Remark 1.3. The most frequent choices for the set of controls
are K = L2(Ω) or

K = Uα,β = {u ∈ L2(Ω) : α(x) ≤ u(x) ≤ β(x) a.e. in Ω}
where α, β ∈ L2(Ω).

Given u ∈ Lr(Ω), with r > n/2, the existence of a solution yu
in H1

0 (Ω) ∩ L∞(Ω) of (1.1) can be proved as follows. Without lost
of generality we can assume that r ≤ 2. First we truncate a0

a0M(x, t) = a0(x,Proj[−M,+M ](t)).

The Assumption (A2) implies that

|a0M(x, y(x))| ≤ |a0(x, 0)|+ C0MM ∈ Lp(Ω), with p >
n

2
.

Now we can define the mapping F : Lr(Ω) −→ Lr(Ω) by F (y) = z
where z ∈ H1(Ω) is the unique solution of{

Az + a0M(x, y) = u in Ω
z = 0 on Γ.

9
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Now it is easy to use the Schauder’s theorem to deduce the existence
a fixed point yM of F . On the other hand, thanks to the monotonic-
ity of a0 with respect to the second variable we get that {yM}∞M=1 is
uniformly bounded in L∞(Ω) (see, for instance, Stampacchia [23]).
Consequently for M large enough a0M(x, yM(x)) = a0(x, yM(x))
and then yM = yu. Thus, the monotonicity of a0 implies that yu
is the unique solution of (1.1) in H1

0 (Ω) ∩ L∞(Ω). On the other
hand the inclusion Ayu ∈ Lq(Ω), with q = min{r, p} > n/2, implies
that yu belongs to the space of Hölder functions Cθ(Ω̄) for some
0 < θ < 1; see [12].

In the case of Lipschitz coefficients aij and a regular boundary
Γ we have some additional regularity for yu. Indeed, the result
by Grisvard [13] implies that yu ∈ W 2,q(Ω), where q is defined as
above. In the case of convex sets Ω and supposing that p, r ≥ 2 we
have H2(Ω)-regularity of the states, see [13] again. The following
theorem summarizes these regularity properties.

Theorem 1.4. For any control u ∈ Lr(Ω), with r > n/2, there
exists a unique solution yu of (1.1) in H1

0 (Ω) ∩ Cθ(Ω̄) for some
0 < θ < 1. Moreover there exists a constant CA > 0 such that

(1.2) ‖yu‖H1
0 (Ω) + ‖yu‖Cθ(Ω̄) ≤ CA

(
‖a0(·, 0)‖Lp(Ω) + ‖u‖Lr(Ω)

)
.

Moreover if Ω is convex and aij ∈ C0,1(Ω̄) for 1 ≤ i, j ≤ n and
p, r ≥ 2, then yu ∈ H2(Ω). Finally, if aij ∈ C0,1(Ω̄) for 1 ≤ i, j ≤ n
and Γ is of class C1,1, then yu ∈ W 2,q(Ω) where q = min{r, p}.

The next theorem states the existence of a solution for the con-
trol problem (P).

Theorem 1.5. Under the assumptions (A1)-(A4), the problem
(P) has at least a solution if one of the following hypotheses holds

(1) Either K is bounded in L2(Ω)
(2) or L(x, y) ≥ ψ(x) + λy2, with 0 < 4|λ|C2

A < N and ψ ∈
L1(Ω).

Proof. Let {uk} ⊂ K be a minimizing sequence of (P), this
means that J(uk) → inf(P). Under the first hypothesis of the the-
orem, we get that {uk}∞k=1 is a bounded sequence in L2(Ω). In the
second case, from (1.2) it is easy to deduce that

J(uk) ≥
∫

Ω

ψ(x) dx−2|λ|C2
A‖a0(·, 0)‖2

Lp(Ω)+

(
N

2
− 2|λ|C2

A

)
‖uk‖2

L2(Ω).

10
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Thus {uk}∞k=1 is a bounded sequence in L2(Ω) in any of the two
cases.

Let us take a subsequence, again denoted in the same way, con-
verging weakly in L2(Ω) to an element ū. Since K is convex and
closed in L2(Ω), then it is weakly closed, hence ū ∈ K. From Theo-
rem 1.4 and the compactness of the embedding Cθ(Ω̄) ⊂ C(Ω̄), we
deduce that yuk → yū strongly in H1

0 (Ω) ∩ C(Ω̄). This along with
the continuity of g and the fact that a(x) ≤ g(x, yuk(x)) ≤ b(x)
for every x ∈ K implies that a(x) ≤ g(x, yū(x)) ≤ b(x) too, hence
ū ∈ Uad.

Finally we have

J(ū) ≤ lim inf
k→∞

J(uk) = inf (P).

An existence theorem can be proved by a quite similar way for
a more general class of cost functional

J(u) =

∫
Ω

L(x, yu(x), u(x)) dx,

where L : Ω × R × R −→ R is a Carathéodory function satisfying
the following assumptions

H1) For every (x, y) ∈ Ω × R, L(x, y, ·) : R −→ R is a convex
function.

H2) For any M > 0 there exists a function ψM ∈ L1(Ω) and a
constant C1 > 0 such that

L(x, y, u) ≤ ψM(x) + C1u
2 a.e. x ∈ Ω, ∀|y| ≤M.

H3) Either K is bounded in L2(Ω) or L(x, y) ≥ ψ(x)+C2(Nu2−
y2), with 0 < 2C2

A < N , C2 > 0 and ψ ∈ L1(Ω).
Then problem (P) has at least one solution.
If we assume that K is bounded in L∞(Ω), then it is enough to

suppose H1) and
H2) For any M > 0 there exists a function ψM ∈ L1(Ω) such

that
|L(x, y, u)| ≤ ψM(x) a.e. x ∈ Ω, ∀|y|, |u| ≤M.

The convexity with respect to the control of L is a key point in
the proof. If this assumption does not hold, then the existence of
a solution can fail. Let us see an example.{

−∆y = u in Ω
y = 0 on Γ.

11
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(P)

 Minimize J(u) =

∫
Ω

[yu(x)2 + (u2(x)− 1)2]dx

−1 ≤ u(x) ≤ +1, x ∈ Ω.

Let us take a sequence of controls {uk}∞k=1 such that |uk(x)| = 1
for every x ∈ Ω and verifying that uk ⇀ 0 ∗weakly in L∞(Ω). The
reader can make a construction of such a sequence (include Ω in
a n-cube to simplify the proof). Then, taking into account that
yuk → 0 uniformly in Ω, we have

0 ≤ inf
−1≤u(x)≤+1

J(u) ≤ lim
k→∞

J(uk) = lim
k→∞

∫
Ω

yuk(x)2dx = 0.

But it is obvious that J(u) > 0 for any feasible control, which
proves the non existence of an optimal control.

In the lack of convexity of L, it is necessary to use some com-
pactness argumentation to prove the existence of a solution. The
compactness of the set of feasible controls has been used to get
the existence of a solution in control problems in the coefficients
of the partial differential operator. These type of problems appear
in structural optimization problems and in the identification of the
coefficients of the operator; see Casas [2] and [3].

To deal with control problems in the absence of convexity and
compactness, (P) is sometimes included in a more general problem
(P̄), in such a way that inf(P)= inf(P̄), (P̄) having a solution. This
leads to the relaxation theory; see Ekeland and Temam [10], Warga
[25], Young [26], Roubiček [21], Pedregal [19].

12
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CHAPTER 2

First and Second Order Optimality Conditions

In this chapter we are going to study the first order optimality
conditions. They are necessary conditions for local optimality. In
the case of convex problems they become also sufficient conditions
for global optimality. In the absence of convexity the sufficiency
requires the use of second order optimality conditions. We will
also state the sufficient conditions of second order. The sufficient
conditions play a crucial role in the numerical analysis of the prob-
lems. From the first order necessary conditions we can deduce some
regularity properties of the optimal control as we will prove later.

2.1. First Order Optimality Conditions

The key tool to get the first order optimality conditions is pro-
vided by the next lemma.

Lemma 2.1. Let U and Z be two Banach spaces and K ⊂ U
and C ⊂ Z two convex sets, C having a nonempty interior. Let ū
be a local solution of problem

(Q)

{
Min J(u)
u ∈ K and F (u) ∈ C,

where J : U −→ (−∞,+∞] and F : U −→ Z are Gâteaux differen-
tiable at ū. Then there exist a real number ᾱ ≥ 0 and an element
µ̄ ∈ Z ′ such that

(2.3) ᾱ + ‖µ̄‖Z′ > 0;

(2.4) 〈µ̄, z − F (ū)〉 ≤ 0 ∀z ∈ C;

(2.5) 〈ᾱJ ′(ū) + [DF (ū)]∗µ̄, u− ū〉 ≥ 0 ∀u ∈ K.

Moreover can take ᾱ = 1 if the Salter conditions holds:

(2.6) ∃u0 ∈ K such that F (ū) +DF (ū) · (u0 − ū) ∈
o

C .
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Reciprocally, if ū is a feasible control, (Q) is a convex problem and
(2.4) and (2.5) hold with ᾱ = 1, then ū is a global solution of (Q).

We recall that (Q) is said convex if the function J is convex and
the set

Uad = {u ∈ K : F (u) ∈ C}
is also convex.

Proof. First we make the proof for global solutions of (Q).
Consider the sets

A = {(z, λ) ∈ Z × R : ∃u ∈ K such that
z = F (ū) +DF (ū) · (u− ū) and λ = J ′(ū) · (u− ū)}

and B =
o
C ×(−∞, 0). It is is obvious that A and B are convex

sets. Moreover they are disjoints. Indeed, suppose that there exists
an element u0 ∈ K such that

z0 = F (ū) +DF (ū) · (u0 − ū) =

F (ū) + limρ→0
1
ρ

[F (ū+ ρ(u0 − ū))− F (ū)] ∈
o
C

and

λ0 = J ′(ū) · (u0 − ū) = lim
ρ→0

1

ρ
(J(ū+ ρ(u0 − ū))− J(ū)) < 0.

Then we can find ρ0 ∈ (0, 1) such that

zρ = F (ū) +
1

ρ
(F (ū+ ρ(u0 − ū))− F (ū)) ∈

o
C ∀ρ ∈ (0, ρ0),

1

ρ
(J(ū+ ρ(u0 − ū))− J(ū)) < 0 ∀ρ ∈ (0, ρ0).

This implies

F (ū+ ρ(u0 − ū)) = ρzρ + (1− ρ)F (ū) ∈
o
C

and

J(ū+ ρ(u0 − ū)) < J(ū)

for every ρ ∈ (0, ρ0), which contradicts the fact that ū is a solution
of (Q).

Now taking into account that B is an open set, from the sep-
aration theorems of convex sets (see, for instance, Brezis [1]) we
deduce the existence of µ̄ ∈ Z ′ and ᾱ ∈ R such that

(2.7) 〈µ̄, z1〉+ ᾱλ1 > 〈µ̄, z2〉+ ᾱλ2 ∀(z1, λ1) ∈ A, ∀(z2, λ2) ∈ B.

14
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Let us prove that ᾱ ≥ 0. If ᾱ < 0, we take λ1 = 0, z1 = F (ū),

z2 ∈
o
C fixed and λ2 = −k in (2.7), with k a positive integer, which

leads to
〈µ̄, F (ū)〉 > 〈µ̄, z2〉 − ᾱk.

Taking k large enough we get a contradiction, hence ᾱ ≥ 0. More-
over, since (2.7) is a strict inequality, ᾱ = ‖µ̄‖ = 0 is not possible,
which proves (2.3).

Since B̄ = C̄× (−∞, 0], we get from (2.7)

(2.8) 〈µ̄, z1〉+ ᾱλ1 ≥ 〈µ̄, z2〉+ ᾱλ2 ∀(z1, λ1) ∈ A, ∀(z2, λ2) ∈ B̄.
Now it is sufficient to take z1 = F (ū), z2 = z ∈ C and λ1 =
λ2 = 0 to deduce (2.4). The inequality (2.5) is obtained setting
z1 = F (ū) + DF (ū) · (u − ū), λ1 = J ′(ū) · (u − ū), with u ∈ K,
λ2 = 0 and z2 = F (ū).

Finally, let us prove that ᾱ 6= 0 when the Slater condition holds.
Let us assume that (2.6) holds and ᾱ = 0. As a first consequence
of this assumption we get

(2.9) 〈µ̄, z − F (ū)〉 < 0 ∀z ∈
o
C .

To prove this inequality it is enough to suppose that there exists

z0 ∈
o
C such that 〈µ̄, z0 − F (ū)〉 = 0. Using (2.4) we deduce

〈µ̄, z + z0 − F (ū)〉 ≤ 0 ∀z ∈ Bε(0),

with ε > 0 small enough, in such a way that Bε(z0) ⊂
o
C. Then

〈µ̄, z〉 ≤ 0 for all z ∈ Bε(0), hence µ̄ = 0, which contradicts (2.3).

Taking now z = F (ū) +DF (ū) · (u0− ū) ∈
o
C in (2.9), it follows

〈[DF (ū)]∗µ̄, u0 − ū〉 = 〈µ̄, DF (ū) · (u0 − ū)〉 < 0,

which contradicts (2.5), therefore ᾱ > 0. It is enough to divide
(2.4) and (2.5) by ᾱ and to denote again the quotient µ̄/ᾱ by µ̄ to
deduce the desired result.

Now let us consider the case where ū is only a local solution of
(Q). In this case, ū is a global solution of

(Qε)

{
Min J(u)
u ∈ K ∩Bε(ū) and F (u) ∈ C,

for some ε > 0 small enough. Then (2.3) and (2.4) hold and (2.5)
is replaced by

〈ᾱJ ′(ū) + [DF (ū)]∗µ̄, u− ū〉 ≥ 0 ∀u ∈ K ∩Bε(ū).

15



“EduardoCasas” — 2010/4/6 — 23:22 — page 14 — #14

CIMPA Population Dynamics Control and applications

Now it is an easy exercise to prove that the previous inequality
implies (2.5). On the other hand let us remark that if the Slater
condition (2.6) holds for some u0 ∈ K, then there exists ρ0 > 0
such that uρ = ū + ρ(u0 − ū) ∈ K ∩ Bε(ū) for every 0 < ρ < ρ0.
Moreover, for any of these functions uρ we have

F (ū) +DF (ū) · (uρ − ū) = F (ū) + ρDF (ū) · (u0 − ū)

= (1− ρ)F (ū) + ρ[F (ū) +DF (ū) · (u0 − ū)] ∈
o

C,

which implies that Slater condition also holds at ū for the problem
(Qε).

Finally, let us prove the reciprocal implication. We assume that
J is a convex function, Uad is a convex set set and (2.4) and (2.5)
hold with ᾱ = 1. Let us take u ∈ Uad arbitrary and define uρ =
ū+ ρ(u− ū) for every ρ ∈ [0, 1], then uρ ∈ Uad. Using (2.4) and the
fact that F (uρ) ∈ C we get

〈[DF (ū)]∗µ̄, u− ū〉 = lim
ρ↘0

1

ρ
〈µ̄, F (uρ)− F (ū)〉 ≤ 0.

Using this inequality and (2.5) we obtain

0 ≤ 〈J ′(ū) + [DF (ū)]∗µ̄, u− ū〉 ≤ J ′(ū)(u− ū).

Finally from this inequality and the convexity of J we conclude

0 ≤ lim
ρ↘0

J(uρ)− J(ū)

ρ
≤ J(u)− J(ū).

Since u is arbitrary in Uad, we deduce that ū is a global solution.
In order to apply this lemma to the study of problem (P) we

need to analyze the differentiability of the functionals involved in
the control problem.

Proposition 2.2. The mapping G : L2(Ω) −→ H1
0 (Ω)∩Cθ(Ω̄)

defined by G(u) = yu is of class C2. Furthermore if u, v ∈ L2(Ω)
and z = DG(u) · v, then z is the unique solution in H1

0 (Ω)∩Cθ(Ω̄)
of Dirichlet problem

(2.10)

 Az +
∂a0

∂y
(x, yu(x))z = v in Ω,

z = 0 on Γ.
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Finally, for every v1, v2 ∈ L2(Ω), zv1v2 = G′′(u)v1v2 is the solution
of
(2.11) Azv1v2 +

∂a0

∂y
(x, yu)zv1v2 +

∂2a0

∂y2
(x, yu)zv1zv2 = 0 in Ω

zv1v2 = 0 on Γ,

where zvi = G′(u)vi, i = 1, 2.

Proof. Let us fix q = min{p, 2} > n/2. To prove the differen-
tiability of G we will apply the implicit function theorem. Let us
consider the Banach space

V (Ω) = {y ∈ H1
0 (Ω) ∩ Cθ(Ω̄) : Ay ∈ Lq(Ω)},

endowed with the norm

‖y‖V (Ω) = ‖y‖H1
0 (Ω) + ‖y‖Cθ(Ω̄) + ‖Ay‖Lq(Ω).

Now let us take the function

F : V (Ω)× Lq(Ω) −→ Lq(Ω)

defined by

F(y, u) = Ay + a0(·, y)− u.
It is obvious that F is of class C2, yu ∈ V (Ω) for every u ∈ Lq(Ω),
F(yu, u) = 0 and

∂F
∂y

(y, u) · z = Az +
∂a0

∂y
(x, y)z

is an isomorphism from V (Ω) into Lq(Ω). By applying the implicit
function theorem we deduce that G is of class C2 and z = DG(u) ·v
is given by (2.10). Finally (2.11) follows by differentiating twice
with respect to u in the equation

AG(u) + a0(·, G(u)) = u.

As a consequence of this result we get the following proposition.

Proposition 2.3. The function J : L2(Ω)→ R is of class C2.
Moreover, for every u, v, v1, v2 ∈ L2(Ω)

(2.12) J ′(u)v =

∫
Ω

(ϕu +Nu)v dx

17
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and
(2.13)

J ′′(u)v1v2

=

∫
Ω

[
∂2L

∂y2
(x, yu)zv1zv2 +Nv1v2 − ϕu

∂2a0

∂y2
(x, yu)zv1zv2

]
dx

where zvi = G′(u)vi, i = 1, 2, and ϕu ∈ W 1,s
0 (Ω) for every 1 ≤ s <

n/(n− 1) is the unique solution of problem

(2.14)

 A∗ϕ+
∂a0

∂y
(x, yu)ϕ =

∂L

∂y
(x, yu) in Ω

ϕ = 0 on Γ,

A∗ being the adjoint operator of A.

Proof. First of all, let us remark that the right hand side of
(2.14) belongs to L1(Ω) 6⊂ H−1(Ω); see Assumption (A3). This
implies that the solution of (2.14) does not belong to H1

0 (Ω), but
it is just an element of W 1,s

0 (Ω) for all 1 ≤ s < n/(n − 1); see
Stampacchia [23]. Since n ≤ 3, then W 1,s(Ω) ⊂ L2(Ω) for 2n/(n+
2) ≤ s < n/(n− 1).

From Assumption (A3), Proposition 2.2 and the chain rule we
get

J ′(u) · v =

∫
Ω

[
∂L

∂y
(x, yu(x))zv(x) +Nu(x)v(x)

]
dx,

where zv = G′(u)v. Using (2.14) in this expression we obtain

J ′(u) · v =

∫
Ω

{
[A∗ϕu +

∂a0

∂y
(x, yu)ϕu]zv +Nu(x)v(x)

}
dx

=

∫
Ω

{
[Azv +

∂a0

∂y
(x, yu)zv]ϕu +Nu(x)v(x)

}
dx

=

∫
Ω

[ϕu(x) +Nu(x)]v(x) dx,

which proves (2.12). Finally (2.13) follows in a similar way by
application of the chain rule and Proposition 2.2.

The next result is an immediate consequence of Proposition 2.2.

Proposition 2.4. The mapping F : L2(Ω) → C(K), defined
by F (u) = g(·, yu(·)), is of class C2. Moreover, for all u, v, v1, v2 ∈

18
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L2(Ω)

(2.15) F ′(u)v =
∂g

∂y
(·, yu(·))zv(·)

and

(2.16) F ′′(u)v1v2 =
∂2g

∂y2
(·, yu(·))zv1(·)zv2(·) +

∂g

∂y
(·, yu(·))zv1v2(·)

where zv = G′(u)v, zvi = G′(u)vi, i = 1, 2, and zv1v2 = G′′(u)v1v2.

Before stating the first order necessary optimality conditions,
let us fix some notation. We denote by M(K) the Banach space of
all real and regular Borel measures in K, which is identified with
the dual space of C(K). The norm in M(K) is given by

‖µ‖M(K) = |µ|(K) = sup

{∫
K

z(x) dµ(x) : z ∈ C(K), ‖z‖C(K) ≤ 1

}
,

where |µ|(K) is the total variation of the measure µ.
Combining Lemma 2.1 with the previous propositions we get

the first order optimality conditions.

Theorem 2.5. Let ū be a local minimum of (P). Then there
exist ᾱ ≥ 0, ȳ ∈ H1

0 (Ω)∩Cθ(Ω̄), ϕ̄ ∈ W 1,s
0 (Ω) for all 1 ≤ s < n/(n−

1), and µ̄ ∈ M(Ω), with (ᾱ, µ̄) 6= (0, 0), such that the following
relationships hold{

Aȳ + a0(x, ȳ) = ū in Ω,
ȳ = 0 on Γ,

(2.17)  A∗ϕ̄+
∂a0

∂y
(x, ȳ)ϕ̄ = ᾱ

∂L

∂y
(x, ȳ) +

∂g

∂y
(x, ȳ)µ̄ in Ω,

ϕ̄ = 0 on Γ,
(2.18)

∫
K

(z(x)− g(x, ȳ(x))dµ̄(x) ≤ 0 ∀z ∈ Yab,(2.19) ∫
Ω

[ϕ̄(x) + ᾱNū(x)](u(x)− ū(x))dx ≥ 0 ∀u ∈ K.(2.20)

Furthermore, if there exists u0 ∈ K such that

(2.21) a(x) < g(x, ȳ(x)) +
∂g

∂y
(x, ȳ(x))z0(x) < b(x) ∀x ∈ K,

19
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where z0 ∈ H1
0 (Ω) ∩ Cθ(Ω̄) is the unique solution of

(2.22)

 Az +
∂a0

∂y
(x, ȳ)z = u0 − ū in Ω

z = 0 on Γ,

then (2.17)-(2.20) hold with ᾱ = 1. Reciprocally, if ū ∈ Uad, the
functions a0 and g are constant or linear with respect to y, L is
convex with respect to y and (2.17)-(2.20) hold with ᾱ = 1, then ū
is a global solution of (P).

Proof. The previous theorem is a consequence of Lemma 2.1
and the Propositions 2.3 and 2.4. Indeed it is enough to take Z =
C(K), C = Yab, F (u) = g(·, yu) and J as the cost functional of
(P). In this framework (2.4) is equivalent to (2.19). Then it is
immediate the existence of µ̄ and ᾱ, with (ᾱ, µ̄) 6= (0, 0), such that
(2.19) holds. Let us check that (2.5) is equivalent to (2.20). First
denote the state associate to ū by ȳ, then (2.17) holds. Now we
define ϕū, ψµ̄ ∈ W 1,s

0 (Ω) satisfying

(2.23)

 A∗ϕū +
∂a0

∂y
(x, ȳ)ϕū = ᾱ

∂L

∂y
(x, ȳ) in Ω

ϕū = 0 on Γ

and

(2.24)

 A∗ψµ̄ +
∂a0

∂y
(x, ȳ)ψµ̄ =

∂g

∂y
(x, ȳ)µ̄ in Ω

ψµ̄ = 0 on Γ

respectively. Setting ϕ̄ = ϕµ̄ + ψµ̄, then we have that ϕ̄ satisfies
(2.18). From (2.12) and (2.15) we get for every v ∈ L2(Ω)

〈ᾱJ ′(ū) + [DF (ū)]∗µ̄, v〉

=

∫
Ω

(ϕū + ᾱNū)v dx+

∫
K

∂g

∂y
(x, ȳ)zv dµ̄(x)

=

∫
Ω

(ϕū + ᾱNū)v dx+ 〈A∗ψµ̄ +
∂a0

∂y
(x, ȳ)ψµ̄, zv〉M(K),C(K)

=

∫
Ω

(ϕū + ᾱNū)v dx+

∫
Ω

(Azv +
∂a0

∂y
(x, ȳ)zv)ψµ̄ dx

=

∫
Ω

(ϕ̄+ ᾱNū)v dx.

which proves the desired equivalence.
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Finally, we observe that (2.22) is the formulation of the Slater
hypothesis (2.6) corresponding to the problem (P). The rest is ob-
vious.

Let us prove some properties of the Lagrange multiplier µ̄. De-
fine

Ka = {x ∈ K : g(x, ȳ(x) = a(x)}
and

Kb = {x ∈ K : g(x, ȳ(x)) = b(x)}.
Now we set K0 = Ka ∪Kb. Then we have the following decompo-
sition of µ̄.

Corollary 2.6. The multiplier µ̄ has the following Lebesgue
decomposition µ̄ = µ̄+ − µ̄−, where µ̄− and µ̄+ are positive mea-
sures on K whose supports are contained in Ka and Kb respectively.
Moreover we have

‖µ̄‖M(K) = |µ̄(K0)| = µ̄−(Ka) + µ̄+(Kb).

Proof. Let us prove that the support of µ̄ is concentrated in
K0. Take a sequence of compact subsets of K, {Kj}∞j=1, such that

Kj+1 ⊂
o

Kj⊂
o

Kj = Kj ∀j ≥ 1 and
∞⋂
j=1

Kj = K0.

For every j we have a(x) < g(x, ȳ(x)) < b(x) for all x ∈ K\
o

Kj,
then we deduce the existence of a sequence of strict positive num-
bers {εj}∞j=1 such that

a(x) + εj < g(x, ȳ(x)) < b(x)− εj ∀x ∈ K\
o

Kj, ∀j ≥ 1.

For every function z ∈ C(K) with support in K\
o

Kj and z 6≡ 0 we
define

zj(x) = εj
z(x)

‖z‖C(K)

+ g(x, ȳ(x)) ∀x ∈ K.

It is clear that zj(x) = g(x, ȳ(x)) for every x ∈ Kj and zj ∈ Yab.
Then (2.19) leads to∫

K\Kj
z(x) dµ̄(x) =

‖z‖C(K)

εj

∫
K

(zj(x)− g(x, ȳ(x))) dµ̄(x) ≤ 0
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for every z ∈ C0(K\
o

Kj), which implies that µ̄|K\Kj = 0, therefore

|µ̄|(K \K0) = lim
j→∞
|µ̄|(K \Kj) = 0,

hence the support of µ̄ is included in K0.
Finally, since Ka and Kb are disjoint, any function z ∈ C(Ka)

can be extended to a continuous function z̃ in K0 by setting z̃(x) =
g(x, ȳ(x)) for x ∈ Kb. Using Tietze’s Theorem and assuming that
a(x) ≤ z(x) ≤ b(x) for all x ∈ Ka, we also extend z̃ to a continuous
function in K such that z̃ ∈ Yab. Therefore, using once again (2.19)
we get∫

Ka

(z(x)− a(x)) dµ̄(x) =

∫
K

(z̃(x)− g(x, ȳ(x))) dµ̄(x) ≤ 0.

This inequality implies that µ̄ is nonpositive in Ka. Analogously
we prove that µ̄ is nonnegative in Kb, which concludes the proof.

Remark 2.7. Sometimes the state constraints are active at a
finite set of points K0 = {xj}mj=1 ⊂ K. Then the previous corollary
implies that

(2.25) µ̄ =
m∑
j=1

λ̄jδxj , with λ̄j =

{
≥ 0 if g(xj, ȳ(xj)) = b(xj),
≤ 0 if g(xj, ȳ(xj)) = a(xj),

where δxj denotes the Dirac measure centered at xj. If we denote
by ϕ̄j, 1 ≤ j ≤ m, and ϕ̄0 the solutions of

(2.26)

 A∗ϕ̄j +
∂a0

∂y
(x, ȳ(x))ϕ̄j = δxj in Ω

ϕ̄j = 0 on Γ

and

(2.27)

 A∗ϕ̄0 +
∂a0

∂y
(x, ȳ(x))ϕ̄0 =

∂L

∂y
(x, ȳ) in Ω

ϕ̄0 = 0 on Γ

then the adjoint state defined by (2.18) is given by

(2.28) ϕ̄ = ᾱϕ̄0 +
m∑
j=1

λ̄j
∂g

∂y
(xj, ȳ(xj))ϕ̄j.
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2.2. Regularity of the Optimal Controls

From the optimality conditions we can deduce some properties
on the behavior of the local minima. In the following theorem we
consider some different situations.

Theorem 2.8. Let us assume that ū is a local minimum of (P).
Then the following statements hold.

• If K = L2(Ω) and N > 0, then

(2.29) ᾱ = 1 and ū = − 1

N
ϕ̄ ∈ W 1,s

0 (Ω) for all 1 ≤ s <
n

n− 1
.

• If K = Uα,β = {u ∈ L2(Ω) : α(x) ≤ u(x) ≤ β(x) a.e. in Ω}
and N > 0 and ᾱ = 1, then ū is given by the expression

(2.30) ū(x) = Proj[α(x),β(x)]

(
− ϕ̄(x)

N

)
.

Moreover, ū ∈ W 1,s(Ω) for all 1 ≤ s < n/(n− 1) if α, β ∈
W 1,s(Ω).
• If K = Uα,β and ᾱN = 0, then

(2.31) ū(x) =

{
α(x) if ϕ̄(x) > 0
β(x) if ϕ̄(x) < 0.

The proof follows easily from the inequality (2.20). Now we can
improve the regularity results if we assume more regularity on the
data of the control problem. Let us start supposing that K0 is a
finite set. The following result was proved in [4].

Theorem 2.9. Assume p > n in Assumption (A2) and ψM ∈
Lp(Ω) in (A3). Suppose also that N > 0, K = Uαβ, ai,j, α, β ∈
C0,1(Ω̄), 1 ≤ i, j ≤ n and that Γ is of class C1,1. Let (ȳ, ū, ϕ̄, µ̄) ∈
H1

0 (Ω)∩Cθ(Ω̄)×L∞(Ω)×W 1,s
0 (Ω)×M(K), for all 1 ≤ s < n/(n−1),

satisfy the optimality system (2.17)-(2.20) with ᾱ = 1. If the active
set consists of finitely many points, i.e. K0 = {xj}mj=1, then ū

belongs to C0,1(Ω̄) and ȳ to W 2,p(Ω).

Proof. From (2.26) and (2.27) we deduce that ϕ̄0 ∈ W 2,p(Ω) ⊂
C1(Ω̄) and ϕ̄j ∈ W 2,p(Ω \ B̄ε(xj)) ⊂ C1(Ω̄ \Bε(xj)), 1 ≤ j ≤ m for
any ε > 0. Furthermore it is well known, see for instance [17], that
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the asymptotic behavior of ϕ̄j(x) when x→ xj is of the type

(2.32) ϕ̄j(x) ≈


(
C1 log

1

|x− xj|
+ C2

)
if n = 2(

C1
1

|x− xj|n−2
+ C2

)
if n > 2,

with C1 > 0. In particular we have that ϕ̄ ∈ C1(Ω̄ \ {xj}j∈Iū),
where

Iū = {j ∈ [1,m] : λ̄j 6= 0}.
Let us take

(2.33) Cαβ = ‖α‖L∞(Ω) + ‖β‖L∞(Ω) + 1.

Thanks to (2.32) we can take εαβ > 0 such that

|ϕ̄(x)| > NCαβ ∀x ∈
⋃
j∈Iū

Bεαβ(xj),

the sign in Bεαβ(xj) being equal to the sign of λ̄j(∂g/∂y)(xj, ȳ(xj)).
Finally, (2.30) implies that

ū(x) =


α(x) if λ̄j

∂g

∂y
(xj, ȳ(xj)) > 0

β(x) if λ̄j
∂g

∂y
(xj, ȳ(xj)) < 0

∀x ∈ Bεαβ(xj).

Finally, the Lipschitz regularity of ϕ̄ in Ω̄ \ ∪j∈IūBεαβ(xj) and α

and β in Ω̄ respectively, along with (2.30) implies that ū ∈ C0,1(Ω̄).
Indeed, it is enough to observe that for any numbers t1, t2 ∈ R and
elements x1, x2 ∈ Ω̄ it is satisfied∣∣Proj[α(x2),β(x2)](t2)− Proj[α(x1),β(x1)](t1)

∣∣
= |max{α(x2),min{t2, β(x2)}} −max{α(x1),min{t1, β(x1)}}|
≤ |α(x2)− α(x1)|+ |β(x2)− β(x1)|+ |t2 − t1|.

Surprisingly, the bound constraints on the controls contribute
to increase the regularity of ū. Now the question arises if this Lip-
schitz property remains also valid for an infinite number of points
where the pointwise state constraints are active. Unfortunately, the
answer is negative. In fact, the optimal control can even fail to be
continuous if K0 is an infinite and numerable set. Let us present a
counterexample.
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Counterexample. We set Ω = {x ∈ R2 : ‖x‖ <
√

2},

ȳ(x) =

{
1 if ‖x‖ ≤ 1

1− (‖x‖2 − 1)4 if 1 < ‖x‖ ≤
√

2,

K = {xk}∞k=1 ∪ {x∞}, where xk = (1/k, 0) and x∞ = (0, 0), and

µ̄ =
∞∑
k=1

1

k2
δxk .

Now we define ϕ̄ ∈ W 1,s
0 (Ω) for all 1 ≤ s < n/(n−1) as the solution

of the equation

(2.34)

{
−∆ϕ̄ = ȳ + µ̄ in Ω,

ϕ̄ = 0 on Γ.

The function ϕ̄ can be decomposed in the following form

ϕ̄(x) = ψ̄(x) +
∞∑
k=1

1

k2
[ψk(x) + φ(x− xk)],

where φ(x) = −(1/2π) log ‖x‖ is the fundamental solution of −∆
and the functions ψ̄, ψk ∈ C2(Ω̄) satisfy{
−∆ψ̄(x) = ȳ(x) in Ω,

ψ̄(x) = 0 on Γ,

{
−∆ψk(x) = 0 in Ω,

ψk(x) = −φ(x− xk) on Γ.

Finally we set

(2.35)


M =

∣∣∣∣∣ψ̄(0) +
∞∑
k=1

1

k2
ψk(0)

∣∣∣∣∣+
∞∑
k=1

1

k2
φ(xk) + 1,

ū(x) = Proj[−M,+M ](−ϕ̄(x))

and a0(x) = ū(x) + ∆ȳ(x). Then ū is the unique global solution of
the control problem

(P)



min J(u) =
1

2

∫
Ω

(y2
u(x) + u2(x)) dx

subject to (yu, u) ∈ (C(Ω̄) ∩H1(Ω))× L∞(Ω),

−M ≤ u(x) ≤ +M for a.e. x ∈ Ω,

−1 ≤ yu(x) ≤ +1 ∀x ∈ K,
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where yu is the solution of

(2.36)

{
−∆y + a0(x) = u in Ω,

y = 0 on Γ.

We have that ū is not continuous at x = 0; see [8] for the
details. Nevertheless, we are able to improve the regularity result
of Theorem 2.8; see again [8] for the proof.

Theorem 2.10. Suppose that ū is a strict local minimum of
(P). We also assume that Assumptions (A1)-(A4) and (2.21) hold,
N > 0, K = Uαβ, α, β ∈ L∞(Ω)∩H1(Ω), aij ∈ C(Ω̄) (1 ≤ i, j ≤ n),
p > n/2, and ψM ∈ Lp(Ω) in (A3). Then ū ∈ H1(Ω).

2.3. On the uniqueness of the Lagrange multiplier µ̄

In this section, we provide a sufficient condition for the unique-
ness of the Lagrange multiplier associated with the state constraints.
We also analyze some situations where these conditions are satis-
fied. It is known that a non-uniqueness of Lagrange multipliers
may lower the efficiency of numerical methods, e.g. primal-dual
active set methods. Moreover, some other theoretical properties
of optimization problems depend on the uniqueness of multipliers.
Therefore, this is a desirable property.

In this section we will assume that K = Uαβ.

Theorem 2.11. Assume (A1)–(A4), (2.21) and the existence
of some ε > 0 such that the following property holds
(2.37)

T : L2(Ωε) −→ C(K0), T v =
∂g

∂y
(x, ȳ(x))zv, R(T ) = C(K0)

where R(T ) denotes the range of T and

Ωε = {x ∈ Ω : α(x) + ε < ū(x) < β(x)− ε},
zv ∈ H1

0 (Ω) ∩ Cθ(Ω̄) satisfies

(2.38)

 Azv +
∂a0

∂y
(x, ȳ)zv = v in Ω

zv = 0 on Γ,

and v is extended by zero to the whole domain Ω. Then there exists
a unique Lagrange multiplier µ̄ ∈ M(K) such that (2.17)-(2.20)
hold with ᾱ = 1.
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See [8] for the proof.
For a finite set K = {xj}nj=1, assumption (2.37) is equivalent

to the independence of the gradients {F ′j(ū)}j∈I0 in L2(Ωε), where

Fj : L2(Ωε) −→ R is defined by Fj(u) = g(xj, yu(xj)) and I0 is
the set of indexes j corresponding to active constraints. It is a
regularity assumption on the control problem at ū. This type of
assumption was introduced by the authors in [7] to analyze control
constrained problems with finitely many state constraints. The
first author proved in [4] that, under very general hypotheses, this
assumption is equivalent to the Slater condition in the case of a
finite number of pointwise state constraints.

We show finally that (2.37) holds under some more explicit as-
sumptions on ū and on the set of points K0, where the state con-
straint is active; see [8].

Theorem 2.12. Assume that (A1)-(A4) and (2.31) hold and
that the coefficients aij belong to C0,1(Ω̄) (1 ≤ i, j ≤ n). We also
suppose the following properties:

(1) The Lebesgue measure of K0 is zero.
(2) There exists ε > 0 such that, for every open connected

component A of Ω \ K0, the set A ∩ Ωε has a nonempty
interior.

(3) (∂g/∂y)(x, ȳ(x)) 6= 0 for every x ∈ K0.

Then the regularity assumption (2.37) is satisfied.

If α, β ∈ C(Ω̄), then ū ∈ C(Ω̄ \ K0); cf. Theorem 2.8. Hence
property 2 of the theorem is fulfilled, if ū is not identically equal
to α or β in any open connected component A ⊂ Ω \K0. Indeed,
since ū ∈ C(A) and ū 6≡ α and ū 6≡ β in A, there exists x0 ∈ A
such that α(x0) < ū(x0) < β(x0). Consequently, the continuity of
ū implies the existence of ε > 0 such that A ∩ Ωε contains a ball
Bρ(x0).

Let us also mention that property 3 of the theorem is trivially
satisfied if the state constraint is a(x) ≤ y(x) ≤ b(x) for every
x ∈ K.

We conclude this section by establishing that the regularity
condition (2.37) is stronger that the linearized Slater assumption
(2.21); see [8].
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Theorem 2.13. Under the assumptions (A1)-(A4) the regular-
ity condition (2.37) implies the linearized Slater condition (2.21).

2.4. Second Order Optimality Conditions

In this section the goal is to derive the sufficient conditions for
local optimality. We will follow the ideas developed in [5]. In the
whole chapter we will assume that N > 0 and K = Uαβ.

Let us introduce some notation. The Lagrange function associ-
ated with problem (P) is defined by

L : L2(Ω)×M(K) −→ R

L(u, µ) = J(u) +

∫
K

g(x, yu(x)) dµ(x).

Using Proposition 2.2, (2.12) and (2.15) we find that

(2.39)
∂L
∂u

(u, µ)v =

∫
Ω

(ϕu(x) +Nu(x)) v(x) dx,

where ϕu ∈ W 1,s
0 (Ω), for all 1 ≤ s < n/(n − 1), is the solution of

the Dirichlet problem
(2.40) A∗ϕ+

∂a0

∂y
(x, yu)ϕ =

∂L

∂y
(x, yu) +

∂g

∂y
(x, yu(x))µ in Ω

ϕ = 0 on Γ.

From the expression (2.39) we get that the inequality (2.20) can
be written as follows

(2.41)
∂L
∂u

(ū, µ̄)(u− ū) ≥ 0 ∀u ∈ Uα,β

assuming that ᾱ = 1.
Before we set up the sufficient second order optimality condi-

tions, we evaluate the expression of the second derivative of the
Lagrangian with respect to the control. From (2.16) we get

∂2L
∂u2

(u, µ)v1v2 = J ′′(u)v1v2

+

∫
K

[
∂2g

∂y2
(x, yu(x))zv1(x)zv2(x) +

∂g

∂y
(x, yu(x))zv1v2(x)

]
dµ(x).
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By (2.10), (2.11) and (2.13), this is equivalent to

∂2L
∂u2

(u, µ)v1v2

=

∫
Ω

[
∂2L

∂y2
(x, yu)zv1zv2 +Nv1v2 − ϕu

∂2a0

∂y2
(x, yu)zv1zv2

]
dx

+

∫
K

∂2g

∂y2
(x, yu(x))zv1(x)zv2(x) dµ(x),(2.42)

where ϕu is the solution of (2.40).
Associated with ū, we define the cone of critical directions by

Cū = {v ∈ L2(Ω) : v satisfies (2.43), (2.44) and (2.45) below},

v(x) =

 ≥ 0 if ū(x) = α(x),
≤ 0 if ū(x) = β(x),
= 0 if ϕ̄(x) +Nū(x) 6= 0,

(2.43)

∂g

∂y
(x, ȳ(x))zv(x) =

{
≥ 0 if x ∈ Ka

≤ 0 if x ∈ Kb,
(2.44) ∫

K

∂g

∂y
(x, ȳ(x))zv(x) dµ̄(x) = 0,(2.45)

where zv ∈ H1
0 (Ω) ∩ Cθ(Ω̄) satisfies Azv +

∂a0

∂y
(x, ȳ)zv = v in Ω

zv = 0 on Γ.

The relation (2.44) expresses the natural sign conditions, which
must be fulfilled for feasible directions at active points x ∈ Ka or
Kb, respectively. On the other hand, (2.45) states that the deriv-
ative of the state constraint in the direction v must be zero when-
ever the corresponding Lagrange multiplier is non-vanishing. This
restriction is needed for second-order sufficient conditions. Com-
pared with the finite dimensional case, this is exactly what we can
expect. Therefore the relations (2.44)-(2.45) provide a convenient
extension of the usual conditions of the finite-dimensional case.

Condition (2.45) was proved for the first time in the context of
infinite-dimensional optimization problems in [5]. In earlier papers
on this subject, other extensions to the infinite-dimensional case
were suggested. For instance, Maurer and Zowe [18] used first-order
sufficient conditions to account for the strict positivity of Lagrange
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multipliers. Inspired by their approach, in [9] an application to
state-constrained elliptic boundary control was suggested by the
authors. In terms of our problem, equation (2.45) was relaxed by∫

K

∂g

∂y
(x, ȳ(x))zv(x) dµ̄(x) ≥ −ε

∫
{x:|ϕ̄(x)+Nū(x)|≤τ}

|v(x)| dx

for some ε > 0 and τ > 0, cf. [9, (5.15)]. In the next theorem, which
was proven in [5, Theorem 4.3], we will see that this relaxation is not
necessary. We obtain a smaller cone of critical directions that seems
to be optimal. However, the reader is referred to Theorem 2.15
below, where we consider the possibility of relaxing the conditions
defining the cone Cū.

Theorem 2.14. Assume that (A1)-(A4) hold. Let ū be a fea-
sible control of problem (P), ȳ the associated state and (ϕ̄, µ̄) ∈
W 1,s

0 (Ω) × M(K), for all 1 ≤ s < n/(n − 1), satisfying (2.18)-
(2.20) with ᾱ = 1. Assume further that

(2.46)
∂2L
∂u2

(ū, µ̄)v2 > 0 ∀v ∈ Cū \ {0}.

Then there exist ε > 0 and δ > 0 such that the following inequality
holds:
(2.47)

J(ū) +
δ

2
‖u− ū‖2

L2(Ω) ≤ J(u) if ‖u− ū‖L2(Ω) ≤ ε and u ∈ Uad.

The reader is referred to [5] for the proof. The condition (2.46)
seems to be natural. In fact, under some regularity assumption, we
can expect the inequality

∂2L
∂u2

(ū, µ̄)v2 ≥ 0 ∀v ∈ Cū

to be necessary for local optimality. At least, this is the case when
the state constraints are of integral type, see [6] and [7], or when
K is a finite set of points, see [4]. In the general case of (P), to our
best knowledge, the necessary second order optimality conditions
are still open.

The proof of the next theorem can be found in [8].
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Theorem 2.15. Under the assumptions (A1)-(A4), relation (2.46)
holds if and only if there exist τ > 0 and λ > 0 such that

(2.48)
∂2L
∂u2

(ū, µ̄)v2 ≥ λ‖v‖2
L2(Ω) ∀v ∈ Cτ

ū .

In [5] the second order optimality conditions are proved for a
more general cost functional

J(u) =

∫
Ω

L(x, yu(x), u(x)) dx.

The sufficient conditions are formulated as follows

∂2L

∂u2
(x, ȳ(x), ū(x)) ≥ ω if

∣∣∣∣ϕ̄(x) +
∂L

∂u
(x, ȳ(x), ū(x))

∣∣∣∣ ≤ τ,(2.49)

∂2L
∂u2

(ū, µ̄)h2 > 0 ∀h ∈ Cū \ {0},(2.50)

for some ω > 0 and τ > 0. The proof follows the same ideas but it
is technically more complicated. However the consequence of these
assumptions are weaker than those given in Theorem 2.14. Indeed,
(2.49) and (2.50) are sufficient for ū to be a strict local minimum
in the sense of L∞(Ω). More precisely, there exist ε > 0 and δ > 0
such that

J(ū) +
δ

2
‖u− ū‖2

L2(Ω) ≤ J(u) if ‖u− ū‖L∞(Ω) < ε and u ∈ Uad.

The difference with respect to Theorem 2.14 is motivated by the
fact that the general functional J defined above is not of class C2

in L2(Ω), but it is C2 in L∞(Ω). Here we find the so-called two-
norm discrepancy. The sufficient conditions (2.48) is satisfied with
respect to one norm and the differentiability holds with respect
to a different norm. Typically these two norms are L2(Ω) and
L∞(Ω). Only in the cases where L is quadratic with respect to u
and u appears linearly in the state equation, then we can get the
result provided in Theorem 2.14, which is the most useful for the
numerical analysis.
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